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Module 0.2: The Seven Pitfalls of Students in Discrete Mathematics

In the preface, I gave you some strategies that help with learning discrete mathematics. This
module is the opposite. I will describe seven pitfalls that have resulted in students failing
(or withdrawing from) discrete mathematics.

I do not describe these pitfalls to whine about bad students. Instead, I would like you to
know about these traps, so that you do not fall into them. By the way, this one module of
the textbook represents my opinions. I have formed these opinions through the experience of
teaching discrete mathematics many times, as well as two statistical studies that I performed
on my students. If you are taking this course from someone other than myself, then your
instructor might disagree with these opinions.

(These opinions are my own and do not necessarily represent those of the university
where I am teaching, or any university where I have taught.)

Pitfall #1 is a grave danger that I must warn you about. First, let me define the phenomenon.
Some students only start working hard in a class after they get their first F. Until they have
that first F in their hands, they imagine that they can get a suitable grade in the class by
just coming to class, listening attentively, taking notes, and doing only a few homework
problems. Only after that F arrives in their hands do they obey the instructor’s guidelines
on how to study.

This has become so common and predictable that, when I teach this course myself, I
actually give my students more tests than I want to, which means that I spend more of my
time grading than I’d like to, only so that this student error can be survived. (I give my own
students six biweekly tests and a final examination.) Of course, if you are taking this course
from someone other than me, then with high probability your instructor has some other
structure in mind, and you should consult the syllabus to find out what that structure is.

Sadly, a smaller number of students will only start working after the second or third F,
because they consider the first F to be “bad luck.” Those students usually end up repeating
the course in a later semester, which is a waste of time and money, as well as a very public
form of embarrassment.

On the other hand, students who “come to their senses” and who begin to study after
the first F often do recover and finish the course successfully. In fact, one of my proofreaders
told me to mention that he failed his first test, but got an A- in the course, because he
worked very hard after that. Of course, the best strategy is to study properly from the
beginning.

A Pause for Reflection. . .
Looking at the previous box, you might be tempted to ask, “Why does this happen?” In
some ways, the “why” doesn’t matter. If the phenomenon exists, then it exists.

However, I have a theory. I love the nerdy and knowledge-loving students that I get in
this class, because I’m nerdy too. However, with a certain level of skill comes confidence.
Fairly often, that turns into overconfidence. In particular, because students have usually
finished Calculus ii and possibly Calculus iii before they reach discrete mathematics, and
because they probably were very good in their high school math classes too, they might
imagine that they know all of mathematics. This is false.

Rest assured, there is still much left to discover, and it is fun, useful, and amazing stu↵.

COPYRIGHT NOTICE: This is a work in-progress by Prof. Gregory V. Bard, which is intended to be eventually released under the Creative
Commons License (specifically agreement # 3 “attribution and non-commercial.”) Until such time as the document is completed, however, the

author reserves all rights, to ensure that imperfect copies are not widely circulated.



Module 0.2 Page 26 of 571.

If any student believes that they already know all of mathematics, then they might be
surprised to learn that many fundamental questions are still totally unanswered. No one
knows all of mathematics, because parts of mathematics are still unknown to all of society.
We call such questions open questions or open problems . By the way, a few of those problems
have one-million-dollar cash prizes sitting on them.

A question is “an open question” at some point in time if and only if no one at all has
yet answered that question at that point in time. (Of course, by “answered” we mean to say
“answered with all details fully specified, checked, and verified.”)

In 2000, The Clay Mathematics Institute put one-million dollar prizes on each of seven
particularly crucial questions in pure and applied mathematics. They are called “the Seven
Millennium-Prize Problems.” One of them, the Poincaré Conjecture, was solved by Grigori
Perelman in 2003, and the verification was completed in 2006. The other six problems are
still open questions as of 2018.

You might be looking at Pitfall #1, and be wondering “Is it really so bad to fail the first
test?” After all, you might still be able to get a good semester grade despite bombing the
first test. Many students do that, in my experience, but they endure an excessive degree of
pain and su↵ering along the way. The cause of the pain and su↵ering is the unique role that
Chapter 1 plays in this book, compared to other chapters.

Chapter 1, being the first few days of the class, will teach you set theory. In addition
to being the foundation of several branches of mathematics, set theory is the underlying
language of several segments of computer science. Therefore, set theory is positively crucial
to discrete math, and many other branches of mathematics as well.

For example, when we learn about the theory of digraphs and graphs, and we define the
neighborhood N(v) of a vertex v, we will write the precise definition as follows:

8G = (V,E), 8v1 2 V, 8v2 2 V, v1 2 N(v2) , (v1, v2) 2 E

Without a good knowledge of set theory, that looks like something out of a wizard’s
spell book. Even with a good knowledge of set theory, it still looks very serious, but at least
you can read it. (Of course, do not panic if you cannot read that now. We’ll talk about
these symbols in the Symbolic Logic chapter.)

# 0-2-1

The point I’m about to make might seem extremely bizarre, but please bear with me. Let’s
imagine that you have been definitely diagnosed with a disease, that might or might not be
lethal. There are three known treatment regimens:

• For the first option, 98.82% of the patients live, but 1.18% of the patients die.

• For the second option, 74.42% of the patients live, but 25.58% of the patients die.

• For the third option, 30.56% of the patients live, but 69.44% of the patients die.

Now, in a real life situation you would surely want more information. For example, one
option might have side-e↵ects, be painful, or require a medicine that you are allergic to. For
readers in the USA, they might be concerned with the costs of the three treatments. If an
American lacks health insurance, then they might simply have to die if they are not wealthy
enough to a↵ord treatment. Of course, it goes without saying that readers in Canada, the
UK, Japan, France, Australia, Germany, both Koreas, Italy, Brazil, Spain (et cetera. . . ) do
not have to take cost into consideration at all.

Nonetheless, in the absence of any additional information, based only upon what is
written in this box, which option would you choose?

Please decide before reading the next box.
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In the absence of any additional information, of course you would want the first option (unless you are exceptionally
stupid).

You might be wondering what the previous example has to do with discrete mathematics. I
performed a study that encompassed all my students taking Math-270: Discrete Mathematics
for the Spring 2016, the Fall 2016, the Spring 2017, and the Fall 2017 semesters. There were
174 students in those four semesters.

• There were 95 students who got an A/B/C on both of the first two tests. (To be exact,
they got 70% or higher.) Of those 95 students, 94 got an A/B/C for the semester,
while 1 withdrew/failed. Note, 94/95 ⇡ 98.82% and 1/95 ⇡ 1.18%.

• There were 43 students who got an A/B/C on one of the first two tests, but not the
other. (To be exact, one test was 70% or higher, but the other was below 70%.) Of
those 43 students, 32 students got an A/B/C for the semester, while 11 withdrew/failed.
Note, 32/43 ⇡ 74.42% and 11/43 ⇡ 25.58%.

• There were 36 students who were below a 70% on both tests. Of those 36 students, 11
students earned an A/B/C for the semester, but 25 students withdrew or failed. Note
11/36 ⇡ 30.56% and 25/36 ⇡ 69.44%.

As you can see, my disease question was oversimplified as medical questions go, but it
renders extremely obvious the importance of studying for the first two tests. Surely you can
manage to get at least a 70% if you do every single homework problem that was assigned,
even if you have a bad day.

Earlier, I said that many students will not be studying according to the instructor’s guidelines
until they get their first F. This then obligates me to define what the instructor’s guidelines
actually are. For example, when I teach this course myself at UW Stout, the rule is that we
meet 3 hours per week inside the classroom, and the students are expected to do 6 hours
per week of homework outside the classroom.

Of course, if you are taking this course from someone else, then you should find out what
the expectations are. You can check the syllabus, which probably contains that information,
or you could ask your instructor, in person or via email.

The previous box refers to an average across all students, of course. Extremely talented
students can put in fewer hours, and students who are not talented in mathematics should
expect to put in more hours than that average.

Indeed, I have twice had a high-school student from Menomonie High School take discrete
mathematics with me. One was 16 years old, and one was 17 years old. Both were the best
student in the classroom. While it is unusual for such young people to take this course, both
had already completed Math-158: Calculus iii, so it was time for them to learn some discrete
mathematics.

If you’re the type of person who had Calculus iii successfully completed during your
mid-teenage years, then it is indeed possible that you might be able to get by with 5 1

2 or
5 hours per week, or maybe even 4 1

2 hours per week. If that does not describe your previous
experiences, then you should probably plan on providing 6 or more hours per week (outside
of the classroom) to discrete mathematics.
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This brings us to the second pitfall. By this point in a student’s education, they are aware
that a course requires a certain time commitment outside of the classroom. As I mentioned
in the previous box, when I teach this course at UW Stout, the rule is 3 hours per week
inside the classroom, and 6 hours per week outside the classroom. Of course, if you’re taking
this course somewhere else, you might have a di↵erent schedule—that’s not the point. As I
mentioned, by this point in a student’s life, they’ve long ago figured out that if you don’t
put the right amount of time in, then the result is a disaster. That is not a pitfall, but is
instead common knowledge. Alternatively, you could call it Pitfall #0.

Instead, Pitfall #2 is trying to spend those six hours per week of outside-the-classroom
time in either two sittings or one sitting. That is both very painful and rather ine↵ective.

The human brain has great powers, but it also has definite limits. Detailed and precise
knowledge of neurology has grown by leaps and bounds in the last handful of decades. While
there is still plenty for society to learn, one thing that has been demonstrated in experiment
after experiment is the di↵erence between acute practice and distributed practice.

Let’s say that you choose to devote 6 hours per week to learning some new skill. Perhaps
it is playing the piano, speaking French, juggling, doing discrete mathematics, or welding. If
you try to do this by spending six hours in one sitting, once per week, that’s an example of
acute practice. Instead, if you spend that six hours per week by practicing for one hour on
each of six di↵erent days per week, then that’s distributed practice.

We’ll continue in the next box.

Entire books have been written about only this distinction: distributed practice versus acute
practice. Neurological experiments, as well as many experiments performed by experts in
education, psychology, or psychiatry have repeatedly proven that distributed practice is far
more e↵ective than acute practice.

If you’d like to learn more about this important topic, then I would recommend that you
read Make It Stick: The Science of Successful Learning by Peter Brown, Henry Roediger III,
and Mark McDaniel, published by Belknap Press in 2014. (By the way, Belknap Press is an
imprint of Harvard University Press!) That book is only 336 pages, so it is perfect to read
over winter break or summer break. There is some scientific background required but it is
introduced slowly, so the book has no neurological (nor other scientific) prerequisites.

Since that book (written by experts) requires 336 pages to communicate its ideas, then
I hope you understand why I cannot develop that point further in this module by investing
only 2–4 more pages. You can either accept the e�cacy of distributed practice over acute
practice as a long-established and proven scientific fact—or better yet, go read that book
and see how the researchers organized and carried out their experiments to establish this
knowledge, along with all sorts of additional and valuable details.
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Permit me to summarize Pitfall #2. By this point in their education, students already
understand that a certain number of hours per week are required to cause learning. For
simplicity, let’s take the standard of six hours per week, outside the classroom, established
at my university, for MATH-270: Discrete Mathematics.

The following three arrangements are usually fatal:

• Studying twice per week for three hours at a time.

• Studying once per week for six hours at a time.

• Studying only the night before a test.

– Some professors give tests every 3 weeks, every 4 weeks, or every 5 weeks, but I
happen to like to give a test every 2 weeks.

– Even so, that would respectively imply 18 hours, 24 hours, 30 hours, or 12 hours
of consecutive study, on the night before the test.

– In each case, this is completely ine↵ective. The student typically only remembers
information from the first hour and the last hour. All other hours of study during
a marathon studying session are essentially wasted.

In contrast to the three fatal strategies of the previous box, the following three strategies
have been very successful for students in discrete mathematics.

• Studying three times per week for two hours at a time. (You might want to get up,
have a walk, and stretch your legs at the 1/3 and 2/3 mark. This will not only give you
a brief break, but it will also elevate the oxygen levels in your blood stream. Higher
blood-oxygen levels will stimulate your neurons, improving concentration and reducing
eyestrain.)

• Studying daily, for one hour at a time, but giving oneself permission to skip one day
per week, as job-related, social, or romantic obligations might require. (This seems to
be the best strategy, so far as I can tell.)

• For students who have several one-hour gaps scattered throughout their calendar week,
you could try to do 30-minutes at a time, twice per day. (Even if you forgot 14.2857%
of the time, and only remember 85.7142% of the time, then you’d still come to the
correct number of hours—six hours per week.)

• Remember, the word “fatal” is a technical term in computer science. We defined it on
Page 24 of the preface (Module 0.1).

By the way, if it takes you a few minutes to open your bag, remove and open your laptop,
find your notebook, locate a pencil, and turn to a blank page—prior to starting the first
problem—then that’s fine, but you cannot count that “unpacking” time toward the six hours
per week. Similarly, you cannot count the time of packing everything back up.

For this reason, the first two strategies (either three times per week for two hours,
or six times a week for one hour) are the best ones. That’s because you only do the
packing/unpacking processes 3 times per week or 6 times per week, instead of 12 times per
week for the third strategy.
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Please don’t forget that your professors were all students once upon a time. Indeed through
high school, my undergraduate years (a Bachelor’s degree magna cum laude in Electrical &
Computer Engineering with a minor in the Philosophy of Science & Logic), my two master’s
degrees (one in Electrical & Computer Engineering and one in Applied Mathematics & Sci-
entific Computation), and my PhD (also in Applied Mathematics & Scientific Computation),
I think I’ve learned a thing or two about how to learn. Moreover, I’ve been teaching since
January of 2005. I have seen many students succeed, and many fail.

With that in mind, please take my advice and contribute one hour per day to this
class—and every other class as well. Let’s be honest, 1 hour per day is less than 5% of your
day. (To be precise, it is 4.166% of your day.)

Please don’t pretend that this is a large sacrifice.

Pitfall #3 has already been explained. On Page 15, I shared with you why I believe that
discrete mathematics is less tolerant of absences than calculus. Indeed, if you miss a class
or two of discrete mathematics, you will feel as though you have lost a large chunk of
knowledge—a larger chunk than the same number of absences from a calculus class.

I know that you must be tired by now, so I’m happy to o↵er you some good news. The
remaining pitfalls can be described quickly.

Many times, I’ve seen students understand the first eight or so problems or examples
in a module, and react to this good news by thinking “I already know all of this, so I can
skip the homework from this module entirely.” It would be far wiser to flip forward, and see
what the later problems look like. There might be many problems, deeper in the module,
which the student does not already know how to do.

Sadly, very few students actually flip ahead and check. This is particularly a problem
with set theory. A student might already be aware of the meaning of A [B and A \B, but
then think that they know everything about set theory. They often discover that there are
some bits of set theory that they don’t already know, but they discover this only by failing
the first test.

In summary, Pitfall #4 is when a student knows how to do the first few problems or
examples in a module, and then decides to skip the entire module as a result.

Pitfall #5 is a larger-scale version of Pitfall #4. Students might find the first module of a
chapter to be extremely easy or obvious, and then assume that they know the entire chapter.
Let me give you a common example.

At my university, normally a computer engineering student will take MATH-270: Discrete
Mathematics first, and then STAT-330: Probability & Statistics for Engineering & the Sciences
second. That’s ideal, or they can take them simultaneously, which is okay. Sometimes, due to
oddities of the scheduling and classes that are overfull, students will take the courses in the
reverse order. This means that they will start MATH-270 after having completed STAT-330.
While not great, this is not horrible either. However, it turns out that probability is a major
topic of this textbook and any discrete mathematics class. Because probability is a major
part of statistics also, the student will frequently assume that because they earned a “C” or
a “B” in STAT-330, that they are already an expert in probability and know everything that
there is to know about it. If the first module of that chapter seems easy, then they might be
even more entrenched in this belief. They often discover that they are wrong by failing the
second test of the semester.
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In summary, Pitfall #5 is when a student assumes that they already know all of the contents of an entire chapter, simply
because they already knew all of the contents of the first module.

Pitfall #6 is similar in concept to #3, but distinct in the details. In two di↵erent semesters
I had two students who were late to class for the majority of the classes. In my attendance
policies, I usually define “present” as being on time or being up to 10 minutes late, and
“absent” as being either elsewhere or being more than 10 minutes late. The vast majority of
students understand this as a leniency to account for tra�c, snow, ice, or slush delaying
a student’s arrival to class. A tiny minority of students took this as a license to be nine
minutes late for almost every class.

All of the students who fell into Pitfall #6 were somewhat hardworking, reasonably
experienced, and su�ciently bright. Nonetheless, they failed the semester. I think that this
is understandable. Often, the first 8–11 minutes of a lecture might be the fundamentals
of a new concept. Those 8–11 minutes contain the core idea, the motivating example, the
straightforward definition, and any key points. Being deprived of those is like starting to
read a 350-page novel at Page 70, ignoring the first 20% of the book. As if that were not
enough, major announcements are usually made in the first few minutes, and it is shame
to miss out on that key information. In any case, we should not be surprised that those
students failed the course and had to repeat it.

Pitfall #7 is very simple. You’re going to be spending a lot of time with this electronic
textbook over the next few weeks. You should take special care to always resize the document
so that the width of the screen is the width of the printed page. This will make the font
significantly larger, and will reduce eye strain by a tremendous amount.

In other words, if your PDF viewer defaults to displaying the page so that the height
of the page is the height of the screen, then you should resize to avoid eyestrain. (See the
images on Page 10 of the preface for further clarification.)

To prove that this discussion is useful, consider how much easier it is to read a page of
12-point font typing versus 10-point font typing. We’ll address that in the next box.

# 0-2-2

• As it turns out, a 12-point font has capital letters that are 0.110351 · · · inches tall,
versus a 10-point font having capital letters that are 0.0919596 · · · inches tall, a
di↵erence of 0.0183919 · · · inches. (For our metric friends, that is 2.80292 · · · mm
versus 2.33577 · · · mm, a di↵erence of 467.154 · · · microns.)

• The capital “O,” being a circle, is therefore 0.00956406 · · · square inches for 12-point
font, and 0.00664177 · · · square inches for 10-point font, using the formula A = (⇡/4)d2

to convert those diameters to areas. (For our metric friends, that is 6.17037 · · · square
mm, versus 4.28499 · · · square mm.)

• Because

0.00956406 · · · sq in

0.00664177 · · · sq in
= 1.43998 · · · , or equivalently 6.17037 · · · sq mm

4.28499 · · · sq mm
= 1.43999 · · ·

we can be certain that the letter “O” is 44% larger for a 12-point font than a 10-point
font. The same is essentially true for all other letters.

Is it not amazing how such a tiny di↵erence in height (only 0.0183919 · · · inches or
467.154 · · · microns) can create such a large di↵erence in readability?
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A Pause for Reflection. . .
I am guessing that after having read about the seven pitfalls, you might be somewhat
depressed now, or perhaps even frightened. Yet, there is no reason to be afraid. Now that I
have pointed these pitfalls out to you, the only thing that you have to do is to avoid them. I
promise you that if you avoid these seven pitfalls, then your probability of doing well in the
class is greatly increased.

Of course, it is silly to try to memorize which pitfall is numbered as #4 versus #7. The
goal is to avoid bad behavior.

A Pause for Reflection. . .
The flip side of this conversation is that you should not feel too sad if you fail this course
on your first try. We can think of the word “fail” as an acronym: F.A.I.L. = “First
Attempt In Learning.” Some of the students who grew the most through taking discrete
mathematics from me are the ones who had to take the course twice.

Nonetheless, I hope that you will choose to take the course seriously, and therefore not
only survive it, but prosper during it, enjoy the pleasure of solving puzzle-like problems, and
get an A on the first attempt.

Here is a summary of the seven pitfalls that have caused previous students of discrete
mathematics to fail the course.

1. Refusing to study until after getting the first F, or in some cases, the second F.

2. Trying to study only once or twice a week—instead of every day, twice a day, or on
alternating days.

3. Missing an excessive number of classes.

4. Seeing that the first eight or so problems in a module are easy, and responding by
skipping the rest of the module.

5. Seeing that the first module of a chapter is easy or already known, and then ignoring
the rest of the chapter.

6. Being frequently late to class.

7. Refusing to resize PDF file and getting eye strain as a result, rendering the student
unable to study. Remember, the width of the screen should be the width of the printed
page.

Note: To these, we could add Pitfall #0, refusing to do any work at all outside of the
classroom. Most students who reach discrete mathematics already know that this is
surely a fatal error, including the students who choose to throw themselves headfirst
into this particular pit.

Thank you for reading! This module is now complete. I promise that the rest of the book will be much more interesting.
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